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Abstract : Data Mining is emerging research field in Agriculture crop yield analysis. In this paper our focus is on the 

applications of Data Mining techniques in agricultural field. Different Data Mining techniques are in use, such as K-Means, 

K-Nearest Neighbor(KNN), Artificial Neural Networks(ANN) and Support Vector Machines(SVM) for very recent 

applications of Data Mining techniques in agriculture field. In this paper consider the problem of predicting yield 

production. Yield prediction is a very important agricultural problem that remains to be solved based on the available data. 

The problem of yield prediction can be solved by employing Data Mining techniques. This work aims at finding suitable 

data models that achieve a high accuracy and a high generality in terms of yield prediction capabilities. For this purpose, 

different types of Data Mining techniques were evaluated on different data sets. 
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I. INTRODUCTION 
 

Data Mining is the process of extracting useful and 

important information from large sets of data. Data Mining 

in agriculture field is a relatively novel research field. In this 

paper  describe an overview of Data Mining techniques 

applied to agricultural and their applications to agricultural 

related areas.  Yield prediction is a very important 

agricultural problem. Any farmer is interested in knowing 

how much yield he is about to expect. In the past, yield 

prediction was performed by considering farmer's 

experience on particular field and crop. Consider that data 

are available for some time back to the past, where the 

corresponding yield predictions have been recorded. In any 

of Data Mining procedures the training data is to be 

collected from some time back to the past and the gathered 

data is used in terms of training which has to be exploited to 

learn how to classify future yield predictions.  

 

Different techniques were proposed for mining data over the 

years. A detailed and elaborated 10 Data Mining techniques 

were discussed by the researchers [1] . In this paper present 

some of the most used general Data Mining techniques in 

the field of agriculture. The Artificial Neural Networks do 

not appear among the afore mentioned Data Mining 

techniques [1], they were considered in this paper because 

there are few applications of this technique in agriculture. 

By using Multilayer Perceptron model of Neural Networks 

the researchers [2] trained to predict wheat yield by 

considering sensor input and fertilizers as parameters. MLPs 

was used successfully in previous work by the researchers  

 

 

 

Georg Ruβ et al. [3,4,5]. Two different neural networks are 

considered in [6], one network with a Multilayered 

Perceptron, another one with a Radial Basis Function, as 

well as a Support Vector  Regression and a Decision 

Regression Tree. A comparison of these four techniques [6] 

showed that the Support Vector Regression technique is the 

most suitable for this kind of problem. Recently spatial Auto 

Correlation has improved [7] the quality of the prediction. 

II. DATA MINING TECHNIQUES 

 

Data Mining techniques are mainly divided in two groups, 

classification and clustering techniques [8]. Classification 

techniques are designed for classifying unknown samples 

using information provided by a set of classified samples. 

This set is usually referred to as a training set as it is used to 

train the classification technique how to perform its 

classification. Generally, Neural Networks [3,4,5] and 

Support Vector Machines [9], these two classification 

techniques learn from training set how to classify unknown 

samples.  

 

Another classification technique, K- Nearest Neighbor [10], 

does not have any learning phase, because it uses the 

training set every time a classification must be performed. A 

training set is known, and it is used to classify samples of 

unknown classification. The basic assumption in the K-

Nearest Neighbor algorithm is that similar samples should 

have similar classification. The parameter K shows the 

number of similar known samples used for assigning a 
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classification to an unknown sample. The K-Nearest 

Neighbor uses the information in the training set, but it does 

not extract any rule for classifying the other. 

 

In the event a training set not available, there is no previous 

knowledge about the data to classify. In this case, clustering 

techniques can be used to split a set of unknown samples 

into clusters. One of the most used clustering technique is 

the K-Means algorithm [11]. Given a set of data with 

unknown classification, the aim is to find a partition of the 

set in which similar data are grouped in the same cluster. 

The parameter K plays an important role as it specifies the 

number of clusters in which the data must be partitioned. 

The idea behind the K-Means algorithm is, given a certain 

partition of the data in K clusters, the centers of the clusters 

can be computed as the means of all samples belonging to a 

clusters. The center of the cluster can be considered as the 

representative of the cluster, because the center is quite close 

to all samples in the cluster, and therefore it is similar to all 

of them. There are some disadvantages in using K-Means 

method. One of the disadvantages could be the choice of the 

parameter K. Another issue that needs attention is the 

computational cost of the algorithm.  There are other Data 

Mining techniques statistical based techniques, such as 

Principle Component Analysis(PCA) , Regression Model 

and Biclustering Techniques [12,13] have some applications 

in agriculture or agricultural - related fields.  

III.  APPLICATIONS 

 

There are several applications of Data Mining techniques in 

the field of agriculture. Some of the data mining techniques 

are related to weather conditions and forecasts. For example, 

the K-Means algorithm is used to perform forecast of the 

pollution in the atmosphere [14], the K Nearest 

Neighbor(KNN) is applied for simulating daily 

precipitations and other weather variables [15], and different 

possible changes of the weather scenarios are analyzed using 

SVMs [16]. 

 

Data Mining techniques are applied to study sound 

recognition problems. For instance, Fagerlund S [17] uses 

SVMs to classify the sound of birds and other different 

sounds. Holmgren et al. [18] uses a K-Nearest Neighbor 

approach to evaluate forest inventories and to estimate forest 

variables for analyzing satellite imagery. Das KC et al. [19] 

uses ANNs to classify eggs as fertility and Patel VC et al. 

[20] uses Computer Vision to recognize cracks in eggs. Du 

C-J et al .[21] uses SVMs to classify pizza sauce spread and 

Karimi Y et al. [22] uses SVMs for detecting weed and 

nitrogen stress in corn. 

 

Data Mining techniques are often used to study soil 

characteristics. As an example, the K-Means approach is 

used for classifying soils in combination with GPS-based 

technologies [23]. Meyer GE et al. [24] uses a K-Means  

approach to classify soils and plants and Camps Valls et al.  

[25] uses SVMs to classify crops. Apples are checked using 

different approaches before sending them to the market. 

Leemans V et al. [26] uses a K-Means approach to analyze 

color images of fruits as they run on conveyor belts. Shahin 

MA et al. [27] uses X-ray images of apples to monitor the 

presence of water cores, and a neural network is trained for 

discriminating between good and bad apples. A Mucherino 

et al. [28] apply a supervised biclustering technique to a 

dataset of wine fermentations with the aim of selecting and 

discovering the features that are responsible for the 

problematic fermentations and also exploit the selected 

features for predicting the quality of new fermentations. 

Taste sensors are used to obtain data from the fermentation 

process to be classified using ANNs [29]. Similarly, sensors 

are used to smell milk, that is classified using SVMs [30].  

 

IV.  OVERVIEW OF DATA 

The data available in this paper is obtained for  the 

years from 1965 to 2009 in East Godavari district of 

Andhra Pradesh in India. The data is taken in four input 

variables. They are Year, Rainfall, Area of Sowing and 

Production. Year attribute specifies the year in which the 

data available in Hectares. Rainfall  attribute specifies the 

Rainfall in East Godavari in the specified year in 

Centimeters. Area of Sowing attribute specifies the total area 

sowed in East Godavari district in the specified year. 

Production attribute specifies the production of crop in 

East Godavari district in the specified year in Tons.  The 

preliminary data collection is carried out for all the districts 

of Andhra Pradesh in India. Each area in this collection is 

identified by the respective longitude and latitude of the 

region. In this paper the evaluation is considered for only 

one district i.e. East Godavari. The information gathering 

process is done with three government units like Indian 

Meteorological Department, Statistical Institution and 

Agricultural department. Instead of restricting with few 

regions and few samples of data, it is aimed at applying the 

Expectation Maximization approach on all the regions of 

Andhra Pradesh in India. In this paper the estimation of the 

crop yield is analyzed  with respect to four parameters 

namely Year, Rainfall, Area of Sowing and Production. 

V. RESULT ANALYSIS 

 

Multiple Linear Regression (MLR) is the method used to 

model the linear relationship between a dependent variable 

and one or more independent variable(s). The dependent 

variable is sometimes termed as predictant i.e Rainfall and 
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independent variables are called predictors i.e Year, Area of 

sowing, Production .  

By adopting K-Mean clustering approach four clusters are 

formed by considering Rainfall as the key parameter. Table I 

represents four clusters which is formed by the K-Means 

clustering. Though the total number of years Rainfall is 

divided in to four clusters, ranging from 1 to 5 cm based on 

the Rainfall of that region. The four clusters to obtained 

using K-Means algorithm along with minimum, mean and 

maximum values are presented in  the Table II. 

In this process the mean Rainfall is ranging from 1.93 to 

4.47. Highest number of years were observed in a clusters 2 

and 3 whose yearly mean average is being 2.58 and 3.45 i.e. 

21 years are in the mean average of 2.58 and another 18 

years are observed in the mean average of 3.45. Only 3 years 

were mapped to the cluster 1 and 2 years were mapped to the 

cluster 4 whose mean average is 1.93 and 4.47. 

The comparison of yield prediction based on Rainfall 

between MLR Technique and K-Means algorithm is 

presented in the Table III. The estimation of average 

production using MLR Technique is given as 98 % and 

using K-Means algorithm is given as 96% accuracy with 

respect to four parameters when it compare to the actual 

average  production. 

TABLE I.  CLUSTERS WITH YEARLY RAINFALL 

Cluster Yearly Rainfall in cms 

1 1.89,1.93,1.97 

2 

2.12,2.15,2.17,2.37,2.38,2.52,2.52,2.53,2.53, 

2.55,2.55,2.57,2.68,2.69,2.77,2.78,2.79,2.81, 

2.84,2.93,2.99 

 
3 

3.04,3.18,3.21,3.23,3.26,3.26,3.28,3.36,3.4, 

3.47,3.55,3.55,3.56,3.62,3.65,3.83,3.85,3.97 

4 4.47,4.47 

TABLE II.  MIN, MEAN AND MAX RAINFALL IN EACH CLUSTER 

Cluster MIN MEAN MAX 

1 1.89 1.93 1.97 

2 2.12 2.58 2.99 

3 3.04 3.45 3.97 

4 4.47 4.47 4.47 

 
 
 
 

TABLE III.  MLR TECHNIQUE VS  K-MEANS ALGORITHM 
 

Cluster 

Actual Data 
MLR 

Technique 

K-Means 

Algorithm 

Average 

Area of 

Sowing 

Average 

Production 

Average 

Production 

Average 

Production 

1 208971 426671 412506 464495 

2 276816 502582 512596 447685 

3 232978 473213 469635 419095 

4 238542 463056 444828 456596 
 

By this one can conclude that the years belong to the clusters 

have witnessed abnormal climatic conditions. Inspite of the 

regions which are being affected the production is almost 

double to that of the Area of Sowing in this region. This 

phenomena may not be similar to all the districts. It depends 

on the region which is being affected by the natural 

calamity. In general if the flood hits to costal belt of Andhra 

Pradesh, this region (East Godavari) is one of the most 

effected one. As this comparison goes some districts may 

not come in to such type of clusters and this clustering years 

changing per cluster per region.  In this process, given the 

Rainfall  in a specific year the system is in a position to 

predict the average yield production by considering the 

cluster in which the estimated Rainfall belongs to. The 

cluster identification is carried out based on the input 

average year Rainfall. This value is mapped with all the  

clusters by identifying the similar cluster then it predicts the 

production and approximates the Area of Sowing too. 

VI. CONCLUSIONS 

 

In this paper certain Data Mining techniques were adopted in 

order to estimate crop yield analysis with existing data. The 

applications that use the K-Means approach , utilize only the 

basic algorithm, while many other improvements are 

available. Some Data Mining techniques have not yet been 

applied to agricultural problems. As an example, 

Biclustering techniques  may be employed for discovering 

important information from agricultural-related sets of data. 

The K-Means algorithm is able to partition the samples in 

clusters, but no considerations are made on the compounds 

that are responsible for this partition. Biclustering can 

provides this kind of information.  

 

The future work aimed at the analysis of the entire set of 

data and will be devoted to suitable strategies for improving 

the efficiency of the proposed algorithm. 
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